SIXTH SEMESTER ASSIGNMENT-2011
SYNTAX ANALYSIS
Question No.1, which contains 2 marks questions, and Question No.2 onward are long questions.

The figure in the right-hand margin indicates marks.

1. Answer the following questions:
(20)
(a) What is the relationship between finite state automata and LR transition diagrams?

(b) Explain the difference between Bottom-up and Top-down parsing?

(c) Explain why an ambiguous grammar cannot be LL(1). 

(d) List all the LR(0) items for the following grammar:
S->AS|b,
  A->SA|a

(e) What are the drawbacks of SLR(1) parser?

(f) Describe the structure of LL parser.

(g) Distinguish between the syntax and semantics of a programming language? Explain which part of  a compiler are primarily concerned with each.
(h) What is reduce-reduce (R-R) conflict in LR parser?

(i) Why LR parsing is prefer over other parsers?

(j) Eliminate left-recursion form the following grammar.

E->aa|abba|Eb|EE.

(k) What are the goals of error handler in a parser?

(l) What is the need of attributed grammar and L-attributed grammar in semantic analysis;

(m) Suggest a efficient data structure to implement LR parsing table.

2.  (a)
How SLR parser are different form LR parser? Construct the SLR parser for the following grammar:
A->(A)|b

Show the parsing action for the string ((b))?
(8)
3. (a)
Show that the following grammar is LL(1) S->A,  A->aB,  B->bBC|f,  C->g.

(5)
4. Discuss the structure of LALR parser? What do you mean by single symbol look ahead? Describe an LALR(1) parser for the following grammar:
S->B,  B->beginDAend,  D->Dd;|ε,  A->A;E|E,  E->B|s


(10) 
	5.  (a)
Explain the working principle of operator precedence parsing algorithm? Explain the parsing action for the input string id1/id2*id3^id4-id5 with the reference to the operator precedence relation table given below.
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6. (b)
Compute FIRST and FOLLOW set for all the non-terminals for the following grammar:
S->P$,  P->{D;C},  D->d,D|d,  C->c,C|c




(2.5)
7. Answer the following:
(2.5-2.5-2.5-2.5)
(a) For the following grammar, find the FIRST and FOLLOW sets of each of the non-terminals. S->aAB|bA|ԑ, A->aAb|ԑ, B->bB|c.

(b) Test whether the following grammar is LL(1)?
S->aAb, A->cd|ef

8. Explain the working principle of operator precedence parsing algorithm. Explain the parsing action for the input string id1-id2/id3*id4^id5-id​1 with the reference to the operator precedence relation table given below.
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9. Construct an LL(1) parsing Table for the following grammar
S->aBDh, B->cC, C->bC|ԑ, D->EF, E->g|ԑ, F->f|ԑ. (8)
10. Construct the SLR parsing table for the following grammar 
E->E+T, E->T, T->T*F, T->F, F->id, L->L,E/E. (8)
11. Find the canonical collection of sets of LR(1) items
S->AaAb, A->BbBa,
A->ԑ,
B->ԑ. (3)
12. Define operator precedence relation and operator precedence grammar. Construct precedence function for the following precedence relation.
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13. Discuss the construction of LR parser. What are the carious data structures used in LR parser diagram? Discuss the construction of ACTION[ ] and GOTO[ ] table
14. Consider the following grammar:
E->(L)|a, L->L,E|E
(10)

(a) Construct DFA of LR(0) items for this grammar.

(b) Construct the SLR (1)-parsing table.

(c) Show the parsing stack and actions of an SLR(1) parser for the input string:
((a),a,(a,a))

(d) Is this grammar a LR(0) grammar? If not describe the LR(0) conflict.

15. Answer the following
(4-4-2)

(a) Find the FIRST and FOLLOW sets for each of the non-terminals in the following grammar. (in the grammar below ԑ denotes epsilon, the empty string)
A->aBa, B->bCb|bcD, C->cCc|ԑ, D->Deb|ԑ.

(b) Differentiate between syntax directed translation scheme.

(c) Explain, why it is possible to design on independent Lexical analyzer.

16. Describe the basic difference between top-down and bottom-up parsing. If you had to write a parser by hand which approach would you use? If you had to write a parser for a relatively complex language, which approach would you use?

17. Show that the following is an SLR(1) grammar.  


e->eADDt|t, t->tMULf|f, f->VAR.

18. Explain the difference between LALR parsing table and canonical LR parsing table?

19. Write the algorithm to construct canonical LR parsing table for the augmented grammar.

20. Consider the following context-free grammar. where S is the start symbol. S->AS|b, S->(A), A->a, A->SA. Construct an NFA whose sets are the LL(0) items for the grammar is the same as he states of equivalent DFA.

